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Importance of Data Quality
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Edited by Nikki Swartz

Gartner Warns Firms of ‘Dirty Data’

According to Gartner Inc., more
than 25 percent of critical data in
Fortune 1000 companies is flawed.

Speaking at the research and advi-
sory firm’s Business Intelligence and
Information Management Summit
held in Australia in February, Gartner
Research Vice President Andreas
Bitterer said that poor quality, or
“dirty data,” is often overlooked by
businesses, but it can have a large
negative impact on a firm.

“There is not a company on the
planet that does not have a data qual-
ity problem,” Bitterer said. “And
where a company does recognize they

quality customer data can cost busi-
nesses dearly in terms of higher cus-
tomer turnover and excessive expens-
es from customer contact processes

increased sales, lower distribution
costs, and better compliance,” Bitterer
said.

One initiative companies should
consider is appointing “data stew-
ards,” or people within the company
who are responsible for the quality of
its information. Firms should also
manage information as a corporate
asset. Bitterer said businesses also
need to invest in technological data
quality solutions that can help them
profile, cleanse, match, and enrich
critical information. Gartner said the
market for data quality tools is cur-
rently small - $300 million (U.S.) in

Source: [1] Swartz (2007)
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What is ,,dirty“ data?
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,We define an error to be a deviation from its
ground truth value.”

Quantitative Outliers
Data Errors Duplicates
Qualitative Rule violations

Pattern violations

1. Outliers include data values that deviate from the
distribution of values in a column of a table.

2. Duplicates are distinct records that refer to the
same real-world entity. If attribute values do not
match, this could signify an error.

3. Rule violations refer to values that violate any kind
of integrity constraints, such as Not Null constraints
and Uniqueness constraints.

4. Pattern violations refer to values that violate
syntactic and semantic constraints, such as alignment,
formatting, misspelling, and semantic data types.

Source: [2] Abedjan et al. (2016)
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Ways to clean data

Data Repairing Techniques

Repair target Automation Repair model
(What to repair?) (How to repair?) (Where to repair?)
Data Rules Both Automatic Human guided

/\ In place Model based

One atatime Holistic

Figure 2: Classification of data repairing techniques.

Source: [3] Chu et al. (2016)
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New / Emerging Challenges

A1 ® oo
al S $om

Scalability User Engagement Semi-structured and
unstructured data

New Applications for Growing Privacy and
Streaming Data Security Concerns

Source: [3] Chu et al. (2016)
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Simplified Data Quality Assurance Process

> Error Detection > Data Cleaning > Evaluation >

— Data Linter — SampleClean, ActiveClean - CleanML
— Automating Large-Scale — HoloClean
Data Quality Verification
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Data Linter 1/3

. . & hellopy X
“[...] cleaning which, even when msg = "Hello, Pytho
automated, is a time-consuming and error-prone pint mse
[pylint] E@@@1:Missing parentheses in call to 'print’. Did you
process of repeated inspection and correction.” seanpeintifee) L (S ine, e )

print(value, ..., sep, end, file, flush)

Prints the values to a stream, or to sys.stdout by default. Optional keyword

arguments: file: a file-like object (stream); defaults to the current sys.stdout.
sep: string inserted between values, default a space. end: string appended after

Data-linter: “[...] analyzes a user’s training the tast Vsl defailt 3 neviine fluct whother to el fhish he stream:
data and suggests ways features can be Zoacnd 8 A0 x
4 % hello.py
transformed to improve model quality, for a © [pylint] E00DT:Missing parentheses i call t ‘print. Did you mean print{msg)? (<string>, line 3

specific model type.”

Source: [4] Hynes et al. (2017)
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Data Linter 2/3
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LintDetectors

corresponds to a specific issue to
search for, for given model type

\/

DataLinter

Lint Examples:

engine that applies the LintDetectors to
a data set

NS

LintExplorer

Enum as real: An enum (a categorical value) is encoded
as a real number. Consider converting to an integer and
using an embedding or one-hot vector.

Uncommon sign detector: The data includes some values
that have a different sign (+/-) from the rest of the
data (e.g., -9999), which can affect training. If these
are special markers in the data, consider replacing them
with a more neutral value (e.g., an empty or average
value).

presents output to user

Source: [4] Hynes et al. (2017)
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Data Linter 3/3

End-User Evaluation: Data Set Evaluation:

— led to a DNN model’s precision

140

increasing from 0.48 to 0.59

120

— after an initial model parameter 100

8

tuning by engineer

3

— user was unaware of the benefits

number of datasets

8

of normalizing inputs to a DNN

nN
o

o

— so the tool also served as an
0 2 4 6 8 10
ed UCatIOna| ald number of lint detectors triggered

Source: [4] Hynes et al. (2017)
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Automatic Data Quality Verification 1/5 Sl
1 val numTitles = callRestService(...)
) 2 val maxExpectedPhoneRatio = computeRatio(...)
« Declarative API 3
4 var checks = Array()
- 111 - 7 5
B User deflned unit tests 6 checks += Check(Level.Error)
7 .isComplete("customerId", "title",
— Combined Wlth Custom COde 8 "impressionStart", "impressionEnd",
9 "deviceType", "priority")
10 .isUnique ("customerId", "countryResidence",
11 "deviceType", "title")
12 .hasCountDistinct ("title", _ <= numTitles)
13 .hasHistogramValues ("deviceType",
14 _.ratio("phone") <= maxExpectedPhoneRatio)

Source: [5] Schelter et al. (2017)
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Automatic Data Quality Verification 2/5
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« Declarative

—  Think about how data should look
like

« Incremental

v v v

_ S u pport for g rowi ng data SetS metric att=1 metricatt=2 metric at t=3
batch metrics
computation

—  Only needs new data set + state

..........

v

metric at t=1 metric at t=2 metric at t=3

incremental metrics
computation

Source: [5] Schelter et al. (2017)
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Automatic Data Quality Verification 3/5
DARMSTADT
H Y 1 H metric semantic e
. Actual data quality verification e
Completeness fraction of non-missing values
. . in a column
- CO m pute req u I red metrl CS dimension consistency
Size number of records
Compliance ratio of columns matching predicate
1 1 . Uniqueness unique value ratio in a column
L4 MetrICS prOVIded by the tOOI . Diszinctness unicq]ue row ratio in a column
ValueRange value range verification for a column
data type inference for a column
_ Com pleteness Predictability predictability of values in a column
statistics (can be used to verify dimension consistency)
Minimum minimal value in a column
1 Maximum maximal value in a column
- CO n S I Ste n Cy Mean mean value in a column
StandardDeviation standard deviation of the
. . value distribution in a column
— StatIStICS CountDistinct number of distinct values in a column
ApproxCountDistinct number of distinct values in a column
estimated by a hyperloglog sketch
H H ApproxQuantile approximate quantile of the value
— used for consistency metrics it calgeen ﬁ
Correlation correlation between two columns
tro entropy of the value distribution
in a column
Histogram histogram of an optionally
binned column
MutualInformation mutual information between
two columns
Saurce: 181 Schelter oflg]. (2017)
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Automatic Data Quality Verification 4/5

« Output
— Fails and successes of constraints

- “How much” a constraint failed

ISuccess("isNonNegative(count)”,
Compliance("count >= 0") == 1.0)),
Failure ("isUnique (customerId, countryResidence,
deviceType, title)",
Uniqueness ("customerId", "countryResidence",
"deviceType", "title") == 1.0, 0.9967),

Source: [5] Schelter et al. (2017)
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Automatic Data Quality Verification 5/5

. Learnings
- Advantages of using a shared data quality library
- Reuse checks and constraints

- Reduced manual work on data

Source: [5] Schelter et al. (2017)
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Sample Clean

Dirty Big Data
Data Set
| |
v v v v
. No : No
Cl I
=eie Cleaning Sampling Sampling

« Two error sources: dirty data and too little data

. Benefits of clean data outweigh error of from using less data

— Only use a clean sample

Source: [6] Krishnan et al. (2015)
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Simpson‘s Paradox

« Another problem: training on partially cleaned data

Fit Model

>
(a) Systematic Error (b) Mixed Dirty and Clean

Source: [7] Krishnan et al. (2016)
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Active Clean 1/2

. Extends Sample Clean
. Prevent the effects of partially cleaned data

« Use samples of cleaned data and integrate it into training of model

Source: [7] Krishnan et al. (2016)
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Active Clean 2/2

Dirty data

A 4

Initial |
@m"de 2) Select sample records

A 4

1) Train on dirty data for initial model

)
)

3) Clean sample
)

—  Sampler
4) Update weights of model (using
E— cleaned sample)
Updater

Source: [7] Krishnan et al. (2016)
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Holo Clean 1/4

. Two tasks of data cleaning

- 1) Error detection — automation works fine

- 2) Data cleaning — automation fails

Source: [8] Rekatsinas et al. (2017)
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Holo Clean 2/4

« Qualitative data repairing
- Integrity constraints
- External information

« Quantitative Data repairing

— Statistical methods

Source: [8] Rekatsinas et al. (2017)
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Holo Clean 3/4

« Using them separately yields bad results

. Issue addressed by Holo Clean
- Bad automation for data repairing

- Solution: combine quantitative and qualitative data repairing

Source: [8] Rekatsinas et al. (2017)
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Holo Clean 4/4
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Dataset (7) Metric | HoloClean  Holistic KATARA  SCARE

Prec. 1.0 0.517 0.983 0.667
Hospital (0.5) Rec. 0.713 0.376 0.235 0.534
F1 0.832 0.435 0.379 0.593
Prec. 0.887 0.0 n/a 0.569
Flights (0.3) Rec. 0.669 0.0 n/a 0.057
Fl 0.763 0.0° n/a 0.104

Prec. 0.769 0.142 1.0 0.0

Food (0.5) Rec. 0.798 0.679 0.310 0.0
F1 0.783 0.235 0.473 0.0*

Prec. 0.927 0.521 0.0 0.0

Physicians (0.7)  Rec. 0.878 0.504 0.0 0.0
Fl 0.897 0.512 0.0" 0.0"

Source: [8] Rekatsinas et al. (2017)
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CleanML 1/3

,ML Community has — Most of the real-world applications these
been focusing on problems do not occur on their own
understanding the impact

of noises to ML models “ — Common practice: Data cleaning

followed by ML model training

— Need of study the impact of cleaning on
ML models

,DB Community has
been focssing on
understanding the
fundamental process of
data cleaning”

— Construct benchmarks to evaluate the
impact

Source: [9] Li et al. (2019)
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CleanML 2/3

Table 15: Benchmark Results(Organized by Query)

Q1

QI(E=Duplicates)
R

QI(E=Mislabels)
R

P S N
R1 59.52% (75) 26.19% (33) | 14.29% (18)
R2 61.11% (11) 27.78% (5) | 11.11% (2)
R3 61.11% (11) 27.78% (5) | 11.11% (2)

QI(E=Tnconsi
R [P S N

RI | 14.29% (8) 85.71% (48) | 0%(0)

R2 | 25.0% (2) 75.0% (6) 0%(0)

R3 | 37.5% (3) 62.5% (5) 0%(0)
QI(E=Outlicrs)

R [P S N

R1 | 31.55% (265) 57.02% (479) | 11.43% (96)
R2 | 33.33% (40) 60% (72) 6.67% (8)
R3 | 30% (3) 70% (7) 0% (0)

P S N
R1 17.86% (10) 71.43% (40) | 10.71% (6)
R2 12.5% (1) 62.5% (5) 25.0% (2)
R3 25.0% (2) 50.0% (4) 25.0% (2)
QI(E=Missing Values)

P S N
R1 61.51% (155) 34.92% (88) | 3.57% (9)
R2 50.00% (18) 50.00% (18) | 0.00% (0)
R3 50.00% (3) 50.00% (3) 0.00% (0)

TECHNISCHE
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R1: How does cleaning some type of error using a detection method and a repair method affect a ML model
for a given dataset?

R2: How does cleaning some type of error using a detection method and a repair method affect the best ML
model for a given dataset?

R3: How does the best cleaning method affect the predictive performance of the best model for a given
dataset?

Source: [9] Li et al. (2019)
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CleanML 3/3

Conclusions:

— Data cleaning does not necessarily improve the quality of downstream ML
models

— Impacts depend on:
— Errors and their distribution in datasets
— correctness of cleaning algorithms

— structure of ML model

— Model selection and cleaning algorithm selection can increase
robustness of impacts — No best solution!

Source: [9] Li et al. (2019)
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Conclusion

— Data Quality Assurance is a substantial part of building machine learning
models

— and hence it must be integrated into the development pipeline

— Data Quality Assurance is a field of continuous research and development
in the upcoming years

— New techniques of Data Cleaning are on their way
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